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Goals

* Highlight ESnet efforts in SDN

» Discuss future directions for R&E community
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Funding background

OASCR Research Funding: 1 year funding to investigate SDN for
ESnet

Program Funding: Continue the research and prototyping work for SDN

U.S. Department of Energy | Office of Science
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Open Networking Summit
Joint Techs with Univ. Hawaii

ONS
TIP

Remote DMA over Converged Ethernet
Global Lambda Integrated Facility
Software Defined Networking
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Journey with Programmability
Joint Techs Summer 2011, Fairbanks, Alaska

Demonstrating end-to-end RDMA flows

Insights

k SDN not WS-notification
immune from
end-to-end Single RoCE flow
problem NIC 0x8915 (ethertype)

 ‘unmodified end
host’ an
attractive

I All IP Traffic
architecture

No modification in
End-application or
host
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Microsoft ONS 2014
Implemented our first idea in production

ons for Scale

t abstraction

e right abstractl

I
bles are the righ

+ yMswitch exposes 3 typed Match-

SpN: Building t

Abstract by separating management
control, and data planes
‘Action-Table APl to the controller
Createa tenant ek
» Key insight: Let controller tell the
switch exactly what to do with

which packets (e.8. encap/decap),
rather than trying to use existing
abstractions (Tunnels, ... )

Masagementiione

Data plane

these flows
* Data plane needs to apply per-flow I
policy to millions of VMs
* How do we ap, illi
ply billions of flo i
: W po
u .. 2ctions to packets? “nd

BluevM1 |
10112 |

oragé

syrmance Transport for St
Just so we're clear...

RDMA - High Perfc
l’/ \ﬁ 406bps of 1/0 with 0% cpU

+ Remote DMA primitives (e.g. Read addr Nrite address) mplemented on-NIC
« Zero Copy (NIC handiles all transfers vi
« Zero CPU Utilization at 40Gbps (NIC ha
« <2s E2E latency
* RoCE enables Infiniband ROMA transport
* Enabled at 40GbE for Windows A. S
ws Azure Storag
eliminating many CPUs in the rack goree

All the logic is in the hos
t:
| Software Defined Storage now scales with the Software Defi :
efined Network o

k (all L3)
1ssive COGS savings by
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Journey with Programmability

Inaugural Open Network Summit, 2011 (Stanford)
and SC 2011 (Seattle)

Brokering LAN and WAN Resources
a multi-layer view

Insights — e
: ’ 0S 0sS
. Zero Application A B
configuration
circuit
: Host
1 er]d't(.)'end Session alesl 8 SLigNA sLi:aNB ™~ B
communication at A
each layer
important
Network Control Host o < N~ g~ — HOst
A B
Site 1 LAN WAN Site 2 LAN
LAN WAN Host |lar—~al o <L Host
(even at layer 8) Control Control A % / o B
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Journey with Programmability
SRS, Ciena, SuperComputing 2012, Salt Lake City

“‘Programmable” by end-sites

Program flows:

Insights Science Flow1: A < B, B
\ Science Flow2: A < C,
) N.etw?rk Science Flow3: A < B,C \
virtualization '
is SDN ‘killer VWAN Virtual switch
app’

en ra o .
Al o L o |

. ‘virtual switch’ | e |
abstraction in S ’/ MDD aran I ’
the WAN i Wide Area Network
holds ‘
promise
2]
ciena



Journey with Programmabillity
World’s first Transport SDN Demo, Infinera/ESnet/Brookhaven
December 2012

ESnet Transport SDN Demo

Topology Monitoring App BW on Demand App !
OSCARS
) ESnet SDN Controller P )
Insights O opecrion i
. Optlcal_layer m 20G L1 Tunnel - \1\7-;/
automation b & ESnet LIMAN Production Network
essential for 20 Brookhaven National Laboratory
T
future el
topologies, o % =S
architectures T e o bt towcm.a. Mallanox
SDN Controller communicating with OTS via OpenFlow extensions
Bandwidth on Demand application for Big Data RDMA transport
3 physical transport path options (with varying latencies) Infi nera

Implicit & explicit provisioning of 10GbE/40GbE services demonstrated
U.S. Department of Energy | Office of Science
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Industry impact — led to the formation of
Optical Transport Working Group (OTWG)

in ONF

» Feasibility of using OpenFlow for controlling optical devices justified
formalization of the OTWG in ONF

 |nvited to be a ONF Research Associate

« ONLY DOE/Lab person represented in the ONF (with 200
companies)

« Multiple companies working on implementing the changes — big
demonstration in Germany in October timeframe

« ESnet not participating in demonstration due to resource
constraints

U.S. Department of Energy | Office of Science




Journey with Programmability
BGP over SDN infrastructure, ONS 2013

D y Set
Front-Line Assembly | vevo [IEESEEEe . —
. o QN @SN s

W< 1066  |10GE | (VLAN 1066) S5

-~ 1GE | 1066 (-
First international BGP peering using SDN in B4 4‘ ‘

production between two national-scale network providers

REANNZ FLA (AS 65124) " ESnet FLA (AS 3434)

VANDERVECKEN VANDERVECKEN (VM)
> eth

Innovative FIB compression enables using 1Gbps OSCARS

g , . X i v e 1921681224 i
commodity OpenFlow switches for peering 2‘ ircuit fo E
4 - connection to
.

) otho REANNZ fla-otb-rt1
Leverages community open-source packages. Hoga Picad 3780)

RouteFlow and Quagga Ibl-mr2.es.net epynese etho
~ AN9SS) | 192.168.1.1024
RS (Mgt plane) |

I n SI htS - xe-8/2/0.3801 | | xe-8/1/0.0 " - ["“:; ;188 37.6/30]
o (vian 3801) | | (192.188.37.1/30)  |(192.188.37.2/30] (Peersw/
L Port2) Pica8 - (To REANNZ) | | (Peers wy Esnet pLay || (Peers w/ Esnet) REANNZ FLA)
. . . . [192.188.37.5/30) 3780
» SDN networks can interface with existing st o e
ata-plane; 192.168.1.15/24

Internet N e 14

(Peers w/ (VLAN 3801)

REANNZ FLA|] |
) \ Ibl-otb-rt-1 (NEC) /

e

 New techniques need to be developed to
scale controller based networking Results

®m ~40% FIB Compression accomplished

® |3215 uncompressed routes, 7757 compressed routes

Demonstration Team:

Google Network Research — Josh Bailey, Scott Whyte

REANNZ - Dylan Hall, Sam Russell, James Wix, Steve Cotter U.5. DEPARTMENT OF
ESnet - Inder Monga, Chin Guok, Eric Pouyoul, Brian Tierney eENERGY

Acknowledgements - Joe Stringer

Office of Science

B Coogle
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Software-Defined Exchanges

SDX: A Software Defined Internet Exchange

Nick Feamster, Jennifer Rexford*, Scott Shenkert, Dave Levin®, Russ Clark’, Josh Bailey*
* Google, T Georgia Tech, © University of Maryland, * Princeton University, * UC Berkeley

A lot of hype on this exchange concept

Allow multiple networks to build an exchange and apply application/
network specific policy on traffic being exchanged

Definition being adapted by other folks to suit their purposes.

U.S. Department of Energy | Office of Science




Journey with Programmability
Multi-layer SDN, Layer123 SDN, Oct 2013

4 g/ Advanced Reservation System (OSCARS)
Lot

OTS Config PSS Multi-Layer ! Multi-Layer Multi-Layer
Manager Topology App ! Path Engine Provisioning

___________________

Multi-Layer 1 ——————————— X 0

SDN Control : Traffic
' Optimization
Layer :\ Engine )
.. e A Wy
A .
REST/JSON Insights

* Provisioning
multi-layer could
require a
workflow

* Moving traffic
between tunnels
with OF is trivial

Virtualization

WDM/ OTN/
Packet

Infinera DTN-X

10/16/13 Inder Monga, Layer123 SDN 13
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SDN Testbed Final Plan
- not all the components are installe

ESnet OpenFlow Testbed

10 Gremmmme 10G Circtit 01
ESnets XE-7/310.405
B N L 10Gmmmms 10 Circiit 01
ESnets
e, XE-8/1/0
XE-9/3/0 106G 106 Circuit on
ps i 10GE (MM)
10GE (MM) INEC Port 45 ESnets XE-7/010 XE-0/2/0
10GE (MM)’ TTT10GE (MM)
Ib/-mrzl e 10GE (MM)
XE-812/0 bnl-mr3
10GE (MM)
NEC Port 50
= star-cr5 XE-8/3/0
NEC Port 4 10GE (MM
10GE (MM) 168
" To Management  [b/-othb-sw1 To Mana
s gement 1GE
Lidisiptl p‘fé‘f\%;gisg (NEC IP8800) 1GE—1| bri-diskot! plane Vian 959 bnl-otb-sw1
fat2g0/1 SLBL- [ oe ek BNL290-1 U1, (NEC IP8800)
h ->bnl-asw1->
To M t
mr2 ° f)',ff;me” star-otb-rt1 ->bnl-mr2 & bl-mr3 To Control p
(MX80) To Control plane
Control plane N EWY
Flowvisor, etc. 10Gm— 10652!23;‘ o
(VMs on
XE-7/2/0 10G L Remmmmmm
OpenDevNet) 'UGECS':,C::;S on ~
A N L 10GE 10/1/7-SR M| ———10GE 10/1/9/SR MM
XE-112/0 :
e 10GE XE-2/2/0- SR newy-cr5
10G Circuit on 10GE SR -
ESnet5
= 10GE (MM) anl-mr2 10GE 10/1/8-SR MM
1GE
10GE (MM 10GE XE-2/3/0-SR To Management plane bert] 1GE
sunn-cr5 1GE—] 1GE| ;. lan 959 newy-otb-rt
1GE: 16E newy-diskpt1 NEWY-2960-1 GUI6>  (1X80)
sunn-otb-sw1 Gi0/23 & Gi0/24 agg-
To Mandgement -otb- >newy-aswi->
T - ge>newy-asw
plane (1BMgszea) Y7 anl-diskpt1 To Management  Ank-otb-swl [ plane Znewy-sdni o Convolpiene
plane (NEC 1P8800)

N E R XE-1/2/0,
106 10G Circuit on
ESnet

t5

10G Circuit on
HOUS [~ "
Nersc-mr2

XE-1/3/0 SR MM -
Xe-2/0/0 SR MM HOUS-CR5 HOUS-CRS,
| 101111 SR " 10/1/2 SR

Nersc-mr2
Nersc-mr2 xe o110 sR m xe-0/0/0
hous-cr5
1GE—| 1GE xe1/00 xe-01210
| HOUS-2960-1 1GE

—otb- Fa0/14 TX
nersc-diskpt1 ToManagement ~ Nersc-otb-rt ool o e it
plane (Brocade MLxe-4) hous-otb-rt1
ToManagementplane (1" % L onolpiane

MX960)

Updated February 26, 2014
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OSCARS and SDN
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Journey with Programmabillity
World’s first Transport SDN Demo, Infinera/ESnet/Brookhaven

OSCARS
integrated

OpenFlow as
a PSS driver

Vendor
extensions to
be
compatible
with OTS

ESnet Transport SDN Demo

Topology Monitoring App BW on Demand App !
OSCARS
ESnet SDN Controller P
O opention ‘_,__/f"’/- \i\t'-
ﬂ 20G L1 Tunnel - 5
bath & ESnet LIMAN Production Network
200 Brookhaven National Laboratory
Testbed
Mellanox  pp).th.wdm-3 __1006_ bnl-to-wdm-4 Mellanox
SDN Controller communicating with OTS via OpenFlow extensions
Bandwidth on Demand application for Big Data RDMA transport
3 physical transport path options (with varying latencies 1
pny portp p ( ying ) |nf| nera

Implicit & explicit provisioning of 10GbE/40GbE services demonstrated
U.S. Department of Energy | Office of Science
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Journey with Programmability

Multi-layer SDN, Layer123 SDN, Oct 2013

-

\.

OTS Config
Manager

LO/LA1

Topology i .

___________________

Multi-Layer
Topology App

___________________

Multi-Layer
Path Engine

Multi-Layer
Provisioning

Virtualization

10/16/13

WDM/ OTN/
Packet

Infinera DTN-X

Inder Monga, Layer123 SDN

Multi-Layer RS
SDN Control : Traffic
Optimization
Layer Engine
_________________ /
A
REST/JSON . OSCA_RS used
Floodlight REST
API for
[
e configuration,
topology and
statistics

* Flatten the
topology for
multi-layer path
computation

U.S. Department of Energy | Office of Science




OGF/ESNet - Service Request NBI

Allow simple service request across domain
« Requestor
g “*~
NNN*

o i NSIv2 Rt TN
#,—,—‘ % (SOAP) ~~~~

[ OSCARS ] [ OSCARS ] [Controller3]

1 Pss
¥ (REST? OF 1.0+

Control?er 1

Domain- Domain-
specific SBI specific SBI

1.A z 3. _
Domain 1 m Domain 3
/
1.Z ZA\_/ 3.Z

U.S. Department of Energy | Office of Science




Building Network Capabilities using Atomic and
Composite Network Services

Service templates
pre-composed for
specific applications
or customized by

advanced users Composite Service Composite Service

(S2 =AS1 + AS2) (S3 =AS3 + AS4)

Atomic services used
as building blocks for
composite services

Service Abstraction Increases
Service Usage Simplifies

Lawrence Berkeley National Laboratory U.S. Department of Energy | Office of Science



Examples of Atomic Services
Topology Service to determine Routing Service to
>_<: resources and orientation enable IP connectivity

) Resourcg Compgtation Service A Store and Forward Service to
>_(‘ to determine possible resources enable caching capability in the

Il

based o_n multi-dimensional network
constraints

Measurement Service to
enable collection of usage data
and performance stats

Connection Service to specify
data plane connectivity

Monitoring Service to ensure
proper support using SOPs for
production service

Protection Service to enable
resiliency through redundancy

v Firewall Service to prevent
& - 1% | unwanted access of network
.- 4 resources

Restoration Service to facilitate
recovery

U.S. Department of Energy | Office of Science




Examples of Composite Network Services

LHC: Resilient High Bandwidth Guaranteed Connection

0@

Connection Protection Measurement Monitoring /

L3VPN: Privately Routed Network (w/ Commodity)

=n N

Connection Restoration Routing Firewall

Protocol Testing: Constrained Path Connection

i o o [

Topology = Resource Computation  Connection Measurement/

U.S. Department of Energy | Office of Science




Conclusion: Application Workflow Integration is Critical!

A key focus is on technology development which allow
networks to participate in application workflows

. Computc o |mpmmm

—

Namd i

Experiment

| need...
Experiment ®
+ Network A
+ Storage

+ Compute P

"
-
N
.
-
-
'
g

Resulting Workflow: i I,Al

= J Experiment ® ' /

@ Network A ’
IZ\ | | Storage g 3
-~ Compute Resources/Time

The Network needs to be available to application workflows as a
first class resource in this ecosystem

U.S. Department of Energy | Office of Science




DOE/NSF Workshop
‘SDN Operationalization’

U.S. Department of Energy | Office of Science




Three Goals

1. Bridge the ‘operational’ gap
- architecture, tools and policies

2. Deploy and operate securely multi-layer, multi-domain SDN
networks
- Interwork with the current set of Internet technologies

3. ldentify research, development and technologies needed to
support new, innovative users and applications

U.S. Department of Energy | Office of Science




It is about running networks
(not just about network research)

Develop, deploy and (inter)operate
a prototype multi-domain SDN network

ARPAnet, HEPnet, 1986

Michigan

Johns Ilopkins &

All links are 9.6k bits/sec. land lines

http://www.computerhistory.org/internet_history/ Future of intersite networking, LBL, 1986
full_size_images/1969_4-node_map.gif
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Workshop to focus on the gaps and explore
building a prototype multi-domain SDN
network

1. Bridge the ‘operational’ gap
- architecture, tools and policies

2. Deploy and operate securely multi-layer, multi-domain SDN
networks
- Interwork with the current set of Internet technologies

3. ldentify research, development and technologies needed to
support new, innovative users and applications

U.S. Department of Energy | Office of Science




Observations and gaps (only a subset)

Time is right for prototyping operational, multi-domain SDNs
« Connect up testbeds and operational networks
» Build the SBone, the ARPAnet, ....with new technologies

Multi-domain SDN deployment is key

U.S. Department of Energy | Office of Science




Observations and gaps contd.

Build multiple, community supported Software-Defined
eXchanges (SDX)

« Tackling exchanging IP data is table-stakes for a larger deployment

TreeHouse Setup Overview [7/24/2013]

T

P
( AARNet
(AS7575)
K/‘\/

- 192.188.37.1/3
4 & /’\ &
I AARNet F 7.14/30 192.188.37.13/30 ESnet FLA
(AS??) N (as3434)
| ﬁlﬂﬁm L \,
| 192.188.37.33/30
1
1 :
I m_x%‘é Lssnﬂso
I A
I ( EANNZ FLA Standford FLA
(AS65124) (AS??)
o ©
192.188.37.9/30_

. ——————

T

=)
(AS293)
SDX Controller
Applications AS A AS B AS C Remote
(84) App App App AS D App

Implementation

-

Aucxiliary Info.
<—— (RPKI records,

e I o

~

X
—— = = == —

Pyretic Runtime

T

( REANNZ
(AS3801)

—————— -

\’Q ?L 3
M \
’ %,w

Collaboration with Josh Bailey, Google

Nick Feamster, Georgial Tech
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